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9.1 INTRODUCTION 

In the previous unit we had focussed on 'random' and 'random experiment'. We had 
given several examples to help students understand these concepts. In Sec. 9.2 of this 
unit, we use these examples to help students relate the outcomes of such experiments 
to the concept of 'random variable'. We also suggest various real-life situations and 
activities to help children learn to find the probability distribution of a random 
variable. 

In probability theory there are certain well-known models which describe certain 
random experiments reasonably accurately. Depending on the nature of values $at 
the random variable takes, they are classified as discrete or continuous models. In 
Sec. 9.3 and Sec. 9.4 we suggest ways of introducing to students commonly used 
discrete probability models, the binomial and Poisson models, and their probability 
distributions. We also consider the way a student can compare the probability 
distribution of a random variable with these probability distributions, and use the 
model which has a probability distribution close to that of the random variable. 

Not all random variables take discrete values. Some, like the temperature of a place at 
a particular time, can take any value in an interval. Their probability distributions are 
continuous. Though we discuss ways of introducing continuous random variables to 
your learners, we don't dwell on their distributions because the students' syllabus does 
not include this study. 

Throughout the unit we have suggested various exercises and activities for you and' 
your learners to do. Doing them would help the students to get over many of the 
misconceptions they have regarding the probability distributions they study. 

Objectives 

After reading this unit, you should be able to develop in your learners the. ability to 

explain what a random variable is; 

specify the random variable to be considered in a given situation; 

classify a given random variable as discrete or continuous; 

describe the binomial and Poisson distributions, and calculate the mean and 
variance associated with these distributions; 

give examples of real-life situations which can be niodelled. by these discrete 
distributions. 



Following this the,students calculate the probabilities as follows: 
Probability Distrlbutiohs 

P[X = 21 = 318 and P[X = 31 = 118. 

Here is where he insists that they check that P is satisfying the following property: 

"If they don't add up to 1," he tells them, "you know that you've made a mistake 
somewhere - either some outcome is left out, or some probability has been wrongly 
assigned." 

Next, Suraj asks the students to break up into groups, and similarly define what the 
random variable is for some of the situations he gave them to start with - one group 
discussing the number of phone calls, another group the number of misprints, and so 
on. 

By the next class, Suraj's assessment was that the students had understood that a 
random variable is a function defined from the sample space of a random experiment, 
and its range is a set of numbers. By now they had also started using r.v. as an 
abbreviation for 'random variable'. However, he realised that the examples he had 
given them were leading them to the misunderstanding that the range of an r.v. is 
always a subset of N u  (0). So, he decided to give them the following problem for 
discussion. 

Problem 1 : There is a report in the newspaper that many trains are usually late in our 
country. Suppose you want to find how late they are. What is the random variable 
here, its domain ~d range? 

Solution (done through a peer group discussion, and with Suraj) : Let us first assume 
that no train is later than 6 hours, and a few are on time. Now, we want to find the 
amount of delay for each train. Define the random variable X from the set of trains, 
such that for each train Ti, X(Ti) is the time (in minutes) by which it is late. So, the 
variable takes values continuously along a line, say, from time duration 0 to time 
duration 360 minutes. Any value in between 0 and 360, like 52.33, is possible. X = 0 
for all trains that are on time, X = r for any r such that 0 < r I 360, for those trains 
that are r minutes late. In other words, there is no break in the values assumed by this 
random variable (see Fig. 1). 

0 360 
Fig. 1 

So, in this case, the range is an interval, not a subset of N. 

From more such examples he helped them realise that random variables are of two 
types : discrete and continuous. He also explained to them the basis on which this 
categorisation was done and gave them some exercises like the one in E l  to do. 

I 1 

The teacher in Example 1 gave his learners several opportunities to explore the 
concept of rv in the context of random experiments from their own environment. 
While thinking about his strategy, you can try the following exercises. , 

El)  Give yopr learners the following problem to discuss with each other and do. 

Suppose you take a 50-question multiple-choice exam, guessing every answer, 
and are interested in the number of correct answeh obtained. Then 
i)  What is the random variable you will consider for this situation? 



Probability ii) what values might this random variable take? 
iii) What would P[X = 401 mean? 

What kind of questions, arguments and misunderstandings of the students 
showed ~p in the peer group discussions? 

E2) Do you hink the strategy given in Example 1 is good? If not, how would you 
modify id? 

I 

Sh. Suraj, in the example above, went on to give his students formal definitions of a 
discrete rv and it$ probability mass function (pmf). Alongside he gave many related 
examples and exercises also. 

Regarding these concepts, many students have several misunderstandings and 
confusions. Some of them are: 

how can a vtuiable be a function? 

how can them X be the domain of its pmf? It is not a set. 

Unless you talk tb your students, and ask them various questions regarding such 
confusions, they krill cope with the course by covering up somehow without 
understanding what it is about. But, if you want them to build their understanding, 
you would need 10 clear their doubts through a variety of examples (like Suraj has 
done in Example 1). 

What many of us; need to be clear about ourselves is the definition of a pmf. 

Definition : Let $3 be the sample space of a random experiment and X be the discrete 
random variable associated with it. We define a function 

00 

p : X(S) + [O,l] by p(xi) = pi, where xpi = 1 and X(S) = {xi I i = 0,1,2,..). 
i =O 

p is called the prbbability mass function (p.m.f.) of the discrete random variable X. 
/ 

The graph of thh function p, that is, the collect$n of pairs (xi,pi), i = 0,1,2,. . . is 
called the probability distribution of X. 

For the students kho are familiar with frequency distributions, we need to help them 
see how probability distributions are analogous to them. Asking students to find the 
pmf of, say, the r.v. denoting the number of heads obtained in three tosses of a coin, is 
a good idea. C a  they find the probability distribution corresponding to this random 

variable as the sdt {[O, 61, [1,:],[2, ~) , [3 ,  i]} ? Can they express this in tabular 

Table 1 : Probability distribution of 
number Qf heads in three 

' tosses of 4 coin 

Number Of Heads 

Number of ~ e d d s  
(Values of 
the N X) 

0 I 
1 
2 
3 

Fig. 2 : Probability distribution of number of heads 
In three tosses of a coin 

/ 

Probability 

I 
118 
318 
318 
118 

form (as in Table I), and graphical form (as in Fig, 2)? Regarding Table 1, you could 
point out that it $auld be thought of as a frequency distribution. The distribution 



Probability Distributions 
(shown in the table or graph) tells us how the total probability 'one' is distributed over 
the possible values of the randoin variable. 

Students who see the probability distribution of a random variable as analogous to a 
frequency distribution, may ask about the analogue of the mean. It is useful to give 
real-life examples of the need for the mean of a probability distribution. Consider the 
following situation. 

Problem 2 : The Director of a breast cancer screening clinic wants to make her clinic 
more efficient. For this she needs to know how many women would be screened on a 
typical day. The past daily records of the clinic indicate that the number of women 
screened daily ranges between 100 to 115. Table 2 illustrates the number of t i & $  
level, between 100 to 115, has been reached during the past 100 days. 

Table 2 : Number of women screened daily during 1QO days 

Number Number of Days P[X = xi] 
Screened Observed Level 

(xi) (4) =pi [=$I 
100 1 \ 0.01 
101 2 0.02 
102 3 0.03 
103 5 0.05 
104 6 0.06 
105 7 0.07 
106 9 0.09 
107 10 0.10 
108 12 0.12 
109 11 0.1 1 
110 9 0.09 
11 1 8 0.08 
112 6 0.06 
113 5 0.05 
114 4 0.04 
115 2 0.02 

Total 100 1.00 

On an average how many women per day would this clinic be screening? 

Solution : Let us first describe the 'random variable' of interest in this problem. It is 
the number of patients screened on any given day. The values xi that this rv can take 
are given in the IS' colurnn of Table 2. The 2nd column contains the frequency fi of 
each value. The last column gives the probability (which is the relative frequency, i.e., 
pi = fi /Zfi for which a particular value is observed. Notice that the sum of the values 
in the last column is one. The probability distribution of the rv is graphed in Fig. 3. 

Dally number of women screened 

Kg. 3 : Probability distribution for the discrete random variable 'number screened'. 



Now, to find the requirement on a typical day, we need to find this average number 

Exifi screened. This i s  the mean, - =z~,(-&-) = L X I P I .  

L f i  

(100 x 1)+ (101 x2) + ...+ (1 15 x 2) = 108.M 
So, the mean, E(X) = 

100 

This tells us that over a long period of time, the number of daily screenings should 
average about 1081. Now, based on this expected value (or mean), the director can 
decide on the reso~rces/infrastructure required for dealing with the expected nbmber 
of people. 

Regarding the students' understanding of the expected value (or mean) of an rv, many 
of them commonly think that, for instance in the situation of Problem 2, 108 women 
will visit the clinic every day. You need to stress that E(X) = 108 only means that in 
the long run an average of 108 women would visit the clinic. Through several 
examples, you can help students realise that the mean is a long run average. 

Your students could also be given a glimpse of the fact that 'expected value' is a . 
fundamental idea in the study of probability distributions. For many years, the 
concept has been pat to considerable practical use in the insurance industry, and by 
many others like the Director in Problem 2. Giving them exercises like the following 
one to do will help them see this point. 

E3) A second-hand car dealer has sold as many as five cars in one day, and as few 
as one. She has tabulated sales records for a larger number of days and found 
that on 5 percent of the days no cars were sold. She took 0.05 as the 
probability of zero sales in a day, as shown in Table 3 below. Probabilities for 
sales of 1,2,3,4 and 5 cars were assigned in the same mFner (see table below) 

r 

Table 3 
, 

Number of Cars Sold Per Day 1 2 3 4 5  

She wants tolfind how many cars per day will be sold on the average over a 
long period. How can she get this number? 

So far we have focusged on discrete random variables. Analogous concepts hold good 
- for continuous random variables. The methods we have mentioned above could also 
be used for helping students understand the concepts related to such NS. However, 
you would need to bring to their notice that the major-difference is that the possible 
V # ~ S  that such an rv can take are uncountable. It can take all values in an interval, 
say, ]a, b[. So, we cannot really speak of the ith value of X. Therefore, p(xi) becomes 
meaningless in this coptext. This is why, for defining the distribution of a continuous 
rv, we replace xi by any interval of the type ]xi-,, xi[, where a I xi-,< x, 5 b, and define 
the probability for such intervals as the area over this interval and under the graph of f, 
the pdf (see Fig. 4). 

/ Fg. 4 : Probability distribution of a conhnuous ry 



Probability Dtstributlons 
You should ask your students to 'compare and contrast' the graphs of distributions of 
discrete and continuous rvs, as for example in Fig. 3 and Fig. 4. This would help them 
to get some idea of the difference in these types of random variables. 

In this context, you would need to think of examples to make the point that the 
probability that a continuous rv takes a particular value, say xi, is zero because the area 
above the point and below the curve is the area of a line segment, which is zero. In 
general, the probability that a continuous random variable takes on a particular 
value is zero. Consequently, the probability of an interval is the same whether the 
endpoints are included or not - because the endpoints have probability zero. - 

Though continuous distributions are not in the syllabus of students, it would be a good 
idea to expose them to one or two examples of the distribution of a continuous random 
variable in the context of real-life problems. One such problem is given below. 

Problem 3 : Suppose the Director of Personnel in a company wants to conduct a 
training programme to upgrade the supervisory skills of production line supervisors. 
Because the programme is self-administered, each supervisor requires a different 
number of hours to complete the programme. Based on a past study of participants, 
the following distribution (see Fig. 5) showing the time spent by trainees is available. 
This shows that the average time spent is 500 hours. 

500 
Fig. 5 

How can the Director use the graph of the distribution to find the chance that a 
participant selected at random will require 

i) more than 500 hours to complete the programme? 
, ii) less than 500 hours to complete the programme? 

Solution : 

i) From the graph of the distribution, we see that half of the area under the curve is 
located on either side of the mean of 500 hours. So, we conclude that the 
probability that the random variable will take on a value higher than 500 is '/z , or 
0.5. 

ii) A similar argument shows that the chance is 0.5 in this case. 

Another argument could be : the total probability is 1, (i) and (ii) are mutually 
exclusive and cover all the possibilities; so, the probability of this event is 
1- 0.5 = 0.S. 

* 
Of course, exercises like some of the following ones also need to be given to your 
students. Why don't you try them too? 

E4) Which of the random variables given below are discrete? Give reasons for 
your answer. 



Probability i) The daily measurement of snowfall at Shirnla. 

ii) The nqmber of industrial accidents in each month. 

iii) The number of defective goods in a shipment of goods from a 
manuf$cturer. 

E5) A box cont$ins twice as many red marbles as green marbles. One marble is 
drawn at random from the box and replaced; then a second marble is drawn at 
random froin the box. If both marbles are green, you win Rs. 50; if both are 
red, you lode. Rs. 10; and if they are of different colours, you will win or lose 
nothing. What is the probability distribution of the amount you win or lose? 

E6) What are the various ways you have used for evaluating how far your 
students unaerstand 'random variable' and related concepts? What did you 
conclude fr@m this evaluation? 

In the followi-ng secfions we shall consider ways of introducing students to some 
distributions in theit syllabus. 

9.3 BINOMIAL DISTRIBUTION 

While introducing ybur learners to probability, one of the examples you would take is 
of tossing a coin. I'm sure you usually use this example for introducing them to 
binomial experiments, that is, experiments where there are only two possible 
outcomes. You cantask your students to think up many other examples from their 
surroundings. For e*ample, on tossing a die you either get a four or you don't, a 
newborn is either a $irl or a boy, and so on. 

Concrete activities we a good way to get students to grasp a concept. An easy 
activity for them to Qlo in the class is the experiment of tossing a fair coin several 
times. They see that each trial of the experiment has only two possible outcomes - 
a head or a tail. Yo4 can link these outcome with 'success' and 'failure'. You could, 
through hints, get yqur students to note that all the trials are independent of each other, 
and the probability df getting an outcome H(or T) remains the same in each trial. Of 
course, they know da t  the probability of getting a head (or a tail) in a trial is %. You 
can ask them what the random variable would be in finding the total number of heads 
obtained in tossing the coin 3 times. What values would this rv take? If they have 
done this experiment earlier, they can restate the probabilities in terms of p, the 
probability of a success (i.e.T getting a head) and q, the probability of a failure (i.e., 
getting a tail). So, 

1 
P[x=o]=P(T,T,TI = q x q x q = q 3 =  - 

8 
Similarly, P[X = 11 + P((T,T,H), (T,H,T), (H,T,T)} 

;: P{(T,T,H)I + P{(T,H,T)I + PI(H,T,T)I 
f q2p + q2p + q2p = 3q2p, 

'" 

P[X = 31 = p3 I 

Again, you could, th/rough hints, help them rewrite the probabilities as 
























